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Preparing._.
package hadoop-1.0.3-1.x86_64 is already installed
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1 fetc/hadoopi/core-site xml

2 fetc/hadoop/hfs-site =ml

3 fetc/hadoopimapred-site xml
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1 hadoop-node-18
2 hadoop-node-19
3 hadoopmaster

4 hadoop-node-15
5 hadoop-node-16
[ hadoop-node-17
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192.168.2.18
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hadoop-node-26 : 192.168.2.26 : datanode

2013-03-22 00:32:02 873 IMFO org.apache hadoop.hdfs server.datanode Dataklode:
Received block bik_4591781242122963411_10822066 sre: 192 168.2.154 56758 dest:
FMB2168.2.26:50010 of size 102318

2013-03-22 00:32:02 869 IMFO org.apache. hadoop.hdfs.server.datanode. Dataklode:
Receiving block blk_4591781242122963411_10922066 src: f192.168.2.154:56758 dest:
M82.168.2.26:50010

2013-03-22 00:32:02,513 INFO

org.apache hadoop hdfs server.datanode. Dataklode clienttrace: sro: M82 168 2 26:50010,
dest M92 1681 4919933, bytes: T4856, op: HDFS_READ, clilD: DFEClient_1353194812,
affset: 0, swlD: DS-82806500-192 168.2.26-50010-134857 4560834, hlockid:
hlk_TEE1773927052301627_109028582, duration: 8505000

2013-03-22 00:31:59 538 INFO arg.apache hadoop.hdfs. server.datanode Datakode:
Receiving hlock blk_28085041 80765542397 _10922065 src: M92.168. 21431731 dest:
F82.168.2.26:50010

2013-03-22 00:31:56,811 INFO arg.apache hadoop.hdfs. server.datanode. Datakode: Deleted
hlock blk_-1039861573555638369_10922030 at file
faptrdatarhadoapdihdfsidatafcurrent'subdire OrsubdirG 1 fblk_- 103986157 3555638369
2013-03-2200:31:96 210 IMFO org.apache. hadoop.hdfs server.datanode. Dataklode; Deleted
hlock bk -1238196244995343151 10922026 at file
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HDFS Counter HDFS Usages

Free:18%
Total DFS Space : ol TE \
Free DFS Space: e T
NonDFS Space: JEIEID TE NonDfs: 6%
075 space: S 6
Free precent: 18 ¥
NonDFS precent: 6 ¥

DFS precent: 76 ¥ DF5:76%
Xianglei
Free MonDFS
# FlEE Pt RS




Map/Reduce real time monitoring. Map/Reduce

" 300
g Map slots
T 200 -0a- 9G-
Total Map Slots: G v 2013-03-18 1 8:29:50 _.__...—O-"'.'-'._.
© 148.00
Tetal Reduce Slots: o 100
] * + e + + + + 4 + + + + + + + +
Running Map Slots: 178 3 S
7 0
Running Reduce Slots: 62 18:29:25 18:29:30 18:29:35 18:29:40 18:29:45 18:29:50 18:29:55 18:30:00
| -8 Map slots =#= Reduce slots |
\ ’ Xianglei
Map:
Free: 160 Running: 178
Reduce:
Free:107 Running:62
= & IPHiht Mapiid Mapiid Reducefi Reducelis
1 hadoop-node-13 192.166.2.13 LT sed 7/ Total: 12 Free WEE  Used: 1/ Total 6

2 hadoop-node-14 192.166.2.14 FESMRIEE  Lsed 6/ Tofal 12 WS Used 1/ Tofal 6
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float

select suI’ from Dtest] test limit 30
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FINEHEE : otestl . test
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FhRE: FhREsE pEg T
testA ‘ Float j colurnn comrment
testy ‘ String j column camment
FIMEBEEIT ex(hdfs/idata/datawashimm): hdfs:/iuserhivesnarehouse/Otes
SRS TRRTT STEREMI, n ) it
T BET STHFENIC AW ) iy
HiER T Lzo =l
Text
GIip
Bzip2
Sequence
RCFile




Thrlftéfy é}!- “'5‘ : }u;lk;& Otest1.movie

o o }z 2013-03-1817:12:33741
do -~
I I lVeA I I ll I l % q‘l i 2013-03-18 171232732 Stage-1 map = 100%, reduce = 25%, Cumulative CPU 6.44 sec
N x

32,7
2013-03-18 17:12:31,724 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4.39 sec
2013-03-18 17:12:30,717
2013-03-18 17:12:29,709 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4.39 sec
2013-03-18 17:12:28 598 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4.38 sec
o 2013-03-18 17:12:27 589 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4.38 sec
m X& H lve $ % 4& {é‘ ai 2013-03-18 17:12:26 680 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4,39 sec
< 2013-031817:12:25 671 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4,39 sec
2013-03-18 17:12:24 661 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4.39 sec

- [
o
A p » r 2013-03-18 17:12:23,650 Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4.39 sec

2013-03-18 17:12:17 600 Stage-1 map = 0%, reduce = 0%

A N g = Hadoop job information for Stage-1: number of mappers: 4, number of reducers: 1
% & K /1T #& H lv e Kill Command = foptrmodules/hadoop/hadoop-1.0.3/libexec/ /bin/hadoop job -kill
job_201212261000_528130

Starting Job = job_201212261000_528130, Tracking URL =

Stage-1 map = 100%, reduce = 25%, Cumulative CPL 6.44 sec

Stage-1 map = 75%, reduce = 0%, Cumulative CPU 4.39 sec
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phpHBaseAdmin

Arm-Hadoop based on Cubieboard(R)
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51CTOEZE  http://slaytanic.blog.51cto.com

github  http://github.com/xianglei

Toal smpecamn.  DEtP:/MWW.phphiveadmin.net



